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Abstract : DSGE models (Introduction) have recently been criticized by P. Romer 
(2016) as pseudoscientific (Section 1). Their dominance is attributed to the uncritical 
“deference to authority” that has dominated macroeconomics “for the last 30 years”. 
In contrast, the paper aims to support the widespread view that – their problems not-
withstanding – DSGE models meet the epistemic standards of scientific research. The 
argument turns on the recent advancements in theories of scientific representation 
(Section 1) and of empirical grounding (Section 2). The latter is illustrated with a his-
torical case, which also substantiates Romer’s constructive point on the role of theory 
in design of measurements.
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Introduction: An outline of DSGE models

The presentation and discussion of Romer’s criticisms which concern epistemic 
norms of scientific research,3 is preceded by an outline of the methodological 
characterization of DSGE models (Grabek, Kłos, & Koloch, 2010; Christiano, 
Trabandt, & Walentin, 2010; Del Negro & Schorfheide, 2013; Lindé, Smets, 
& Wouters, 2016; Breuss, 2016; Nachane, 2016). They gradually emerged as an 
outcome of progressive transformations within macroeconomics which were 
initiated by criticisms of the approach elaborated by the Cowles Commission. 
The transformations are commonly recognized as a clear advancement, per-
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haps even a paradigm-shift: “The transformation of macroeconomics that Lucas 
initiated had all the trappings of a Kuhnian scientific revolution: a shift in the 
type of issues addressed, a new conceptual toolbox, new mathematical meth-
ods, the rise to power of a new generation of scholars” (Vroey, 2016, p. 151).4

The outline to follow is intended to enrich our understanding of the heter-
ogeneous elements of DSGE models by displaying their progressive develop-
ment, while also pointing out relevant analogies with the historical case to be 
discussed in Section 3.5 In the 1940’s many governments initiated systematic 
statistical reporting of national economic activities and that created the op-
portunity for economists to construct and test models. Initially modelling ac-
tivity largely followed the research of the Cowles Commission. The empirical 
macroanalysis used a large number of simultaneous equations, mostly linear 
and dynamic, which were statistically identified, while the role of economic 
theory was tantamount to the provision of pertinent regression variables for 
the equations (Klein, & Goldberger, 1955). The variables were often based on 
Keynesian IS-LM theories and the research focus was predominantly on their 
structural properties (feedback loops) and simultaneity, which was important 
for model estimation. The main disadvantage of the modelling approach pro-
pounded by the Cowles Commission was that while it was supposed to yield 
the dynamics resulting from the decisions of economic agents, the ad hoc equa-
tions failed to capture the mechanism of individual choice. Each variable was 
usually modeled with a separate equation and they were combined in mod-
ules, each separately worked out by a different group of experts. Then they were 
combined together and appended with an account of the interaction between 
the variables in different modules. These models were too compound, howev-
er, to provide a concise image of the mechanism, which propagated shock in 
the economy. They also failed to provide a reliable forecast of economic policy 
in a longer time perspective – a shortcoming less relevant for the Keynesian 
focus on short-term analysis and the question of how to effectively bring the 
economy back to equilibrium after the shock.

There are two major reasons for the failure of these models according to 
A. Spanos (1990, pp. 98-101), namely structural and statistical identification, 
due to the lack of appreciation of the intricate relation between theory and (sta-
tistical) measurement: “The theory determines not only the structural form and 
the relevant variables but the general form of the statistical model as well” (1990, 
p. 101). According to D. Hendry (1976) and D. Qin (1997, 2013) initially the 
ex post statistical identification was prioritized, with significantly less interest 
in the sources of the errors of the models. The problems with structural identi-
fication turned out, however, to be more fundamental as indicated by R. Lucas 

 4 A general discussion of the concept of “paradigm” in macroeconomics is presented in 
(Galbács, 2015, pp. 2-6).

 5 For a comprehensive historical presentation see e.g. (Welfe, 2013; Vroey, 2016).
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and C. Sims (Vroey, 2016). Lucas (1976) questioned the exogeneity of variables 
representing instruments of economic policy. While this structural identifica-
tion did not explicitly take into account the expectations of economic agents, 
the ‘structural’ parameters of the model turned out to be a mixture of structur-
al parameters and parameters related to the expectations of economic agents, 
which could not be assumed to be invariable for different regimes of economic 
policy as the estimation of those parameters changed with new economic pol-
icy. Therefore the model could not be used to predict the effects of economic 
policy change. Sims (1980) extended this criticism by pointing out that in the 
world of forward-oriented agents no variable can be consistently considered as 
exogenous. Thus endogeneity of economic policy leads to correlations between 
macroeconomic variables and variables-instruments of economic policy.

The crisis of the 1970’s was decisive in changing attitudes among economists 
towards this kind of modelling. As succinctly expressed by (Pesaran & Smith, 
1995, p. 66): “the models were seen as statistically inadequate, theoretically in-
consistent, and practically irrelevant” as they “did not represent data”, “did not 
represent theory” and “were ineffective for practical purposes of forecasting 
and policy analysis”. Hence alternative approaches emerged, but at the early 
stage the most influential were the LSE method (Hendry, 1987) and SCVAR 
method (Structural Cointegrated Vector Autoregression) (Blanchard & Quah, 
1989), which up to now are an important element of macroeconomic analy-
sis. LSE modelling is based on the principle of reduction in order to cope with 
statistical identification. A model is understood as a representation of an un-
known stochastic process, which generates the observable empirical evidence. 
The reduction consists in excluding variables on the basis of the statistical tests 
performed. The model is nonetheless required to be complete – if the statisti-
cal properties of the vector of the rest deviates from Gaussian white noise, then 
the model specification has failed.

Non-structural models of vector autoregression VAR are in fact a gener-
alization of LSE models on vector time series. They express endogenous vari-
ables by means of lagged values. The VAR model of the order of K ≥ 1 has the 
following form:

yt = Ayt–1 + et ,

where yt is a vector of endogenous variables in time t, and A an autoregression 
matrix. The process et contains shocks, which influence the dynamics of en-
dogenous variables and it gives ground to moving average representation. The 
assumption leading to structural interpretation of shocks (SVAR – structural 
VAR models) is that the matrix of covariance of shocks becomes unity. This 
approach has a more general form for non-stationary co-integrated processes 
(SCVAR – structural co-integrated VAR or SVECM – structural vector error 
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correction). The advantage of these VAR models is that they attempt to solve 
both kinds of problems: structural and statistical identification. However the 
specification of VAR is not grounded theoretically and even for the structur-
al versions the relationships between variables do not refer to any economic 
mechanism underlying the processes modelled. This results sometimes in non-
intuitive responses to shocks and incoherent forecasts.

DSGE models6 attempt to solve the problem of structural identification and 
therefore their specification is based on economic theory, usually by imple-
menting the consumption Euler equation, the New Keynesian Phillips curve 
and the monetary policy rule, which are appended with the law of motion of 
economy (exogenous stochastic shocks). However, the reduced form of DSGE, 
which characterizes the dynamics of the endogenous variables of the model 
in long-term equilibrium, is a VAR model with some restrictions, which are 
motivated by the optimal decision rules of rational economic agents such as 
households, firms, government and the central bank.7

The structural version of DSGE model may be presented as follows:

t { f (yt + 1, yt, yt – 1, t)} = 0,

where t is a vector of structural shocks and yt a vector of all the other (endog-
enous) variables. The simple linearized model has the state space representa-
tion as a restricted VAR (Herbst & Schorfheide, 2016, p. 19):

st = Φ1(θ) st–1 + Φ(θ) t

with the coefficient matrices Φ1(θ) and Φ(θ) as functions of the structural pa-
rameters of the DSGE model. The specification of the empirical model is com-
plemented by measurement equations which enable the user to relate the pa-
rameters in st to a set of observables yt. This is then fed into Bayes theorem to-
gether with the priors, which are usually further divided into three categories, 
in order to ground them in non-sample information (more details in Section 1).

 6 N. Kocherlakota succinctly explains the acronym ‘DSGE’: “Dynamic refers to the forward-
looking behavior of households and firms. Stochastic refers to the inclusion of shocks. General 
refers to the inclusion of the entire economy. Finally, equilibrium refers to the inclusion of ex-
plicit constraints and objectives for the households and firms” (2010, pp. 9-10)

 7 The intuitive reading is discussed in (Tovar, 2009; Nachane, 2016)2016. For a more formal 
presentation see e.g. (Smets, & Wouters, 2003, 2007; Del Negro & Schorfheide, 2013; Christiano 
et al., 2010; Fernández-Villaverde, 2010; Lindé, Smets, & Wouters, 2016). For an argument that 
DSGE models can be improved to predict the 2008 financial crises see e.g. (Breuss, 2016).
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1. Pragmatics in scientific representation

The methodological aspects of Romer’s criticism frame the main line of his ar-
gument as he opens the paper with objections concerning the purported fail-
ure of DSGE models to meet scientific standards (2016, 1): “… the methods 
and conclusions of macroeconomics have deteriorated to the point that much 
of the work in this area no longer qualifies as scientific research”. It is taken for 
granted that the standards are set up by physics:

The evolution of macroeconomics mirrors developments in string 
theory from physics, which suggests that they are examples of 
a general failure mode of for fields of science that rely on math-
ematical theory in which facts can end up being subordinated to 
the theoretical preferences of revered leaders. The larger concern 
is that macroeconomic pseudoscience is undermining the norms 
of science throughout economics.

The envisioned consequence would have a wide-ranging impact on “all of 
the policy domains that economics touches”.

My discussion in the reminder of this paper is organized by the first two 
main topics of Romer’s methodological criticism concerning: i) objectivity, 
ii) empirical grounding and iii) diffusion of DSGE models (the latter only cur-
sorily mentioned in the concluding Section 4). Although the charge regarding 
the lack of objectivity occupies less space in Romer’s paper than the one on 
empirical grounding and is entangled within his remarks on the diffusion, it 
seems both more fundamental and devastating for DSGE models.

The lack of objectivity of DSGE models is implicitly addressed by Romer in 
the section of his paper titled “Questions about Economists, and Physicists” 
(2016, pp. 7-8). Having discussed problems with the empirical grounding of 
the models, he notes: “I find that it helps to separate the standard questions of 
macroeconomics, such as whether the Fed can influence increase the real fed 
funds rate, from meta-questions about how what [sic!] economists do when 
they try to answer the standard questions.” It is the latter kind of question that 
guides the analogy between the apparent failure of the string theory in phys-
ics and “post-real” macroeconomics.8 Romer puts the charge succinctly thus:

The conditions for failure are present when a few talented research-
ers come to be respected for genuine contributions on the cutting 
edge of mathematical modeling. Admiration evolves into defer-
ence to these leaders. Deference leads to effort along the specific 

 8 The analogy is only indicated, but not scrutinized in Romer’s paper, so I do not enter into 
the details here, however, it should be remarked that it may not be a trivial task to conclusively 
demonstrate the “pseudo-scientific” character of string theory and perhaps even more difficult 
to undermine its role in advancing theoretical understanding in physics (Dawid, 2013).
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lines that the leaders recommend. Because guidance from author-
ity can coordinate the efforts of other researchers, conformity to 
the facts is no longer needed as a coordinating device. As a result, 
if facts disconfirm the officially sanctioned theoretical vision, they 
are subordinated.

The “coordinating guidance of authority” is explained by reference to 
M. Bunge’s distinction between “research” fields, such as mathematics, natural 
and engineering sciences, and “belief ” fields, such as religion and political ac-
tion. The latter are inherently characterized by the lack of “logical argument” 
and “fact” “that group members could use independently to resolve the ques-
tion”. If a “belief field” presents itself as a “research field” it qualifies as pseudo-
science. The purported lack of objectivity would then consist of replacing the 
epistemic norms of “logical argument” and “fact”, which are characteristic for 
“research fields”, with “deference to authority”.

Before we proceed to a more detailed discussion of this charge as to the lack 
of objectivity of DSGE models, a comment on the “coordinating guidance of 
authority” is needed. There are two different ways to interpret how “the co-
ordinating guidance of authority” may relate to DSGE models as defined in 
Section 1. Romer predominantly focuses on authority as a factor external to 
the models themselves, determining – perhaps through social and psychologi-
cal mechanisms – the kind of representation that becomes dominant among 
academics and decision-makers.9 In that sense “deference to authority” com-
promises “conformity to the facts” and independent logical inference. On the 
other hand, it may well be that this authority derives from “genuine contribu-
tions on the cutting edge of mathematical modeling” as succinctly phrased by 
L. Christiano et al. (2010, p. 286): “These models have been shown to fit aggre-
gate data well by conventional econometric measures. For example, they have 
been shown to do as well or better than simple atheoretical statistical models 
at forecasting outside the sample of data on which they were estimated. In part 
because of these successes, a consensus has formed (…)”. So, the relationship 
between “authority” and the models could also be a factor, which is internal to 
the models themselves.10 This internalist understanding is discussed below in 
more detail, but here it may be noted that it simply recognizes the salient fact 
that the perspective of the user of the model is itself constitutive for the model 

 9 An indication that different adoption mechanisms operate for academia and decision-
makers is presented in (Kocherlakota, 2010, p. 17).

 10 De Vroey & Pensieroso (2016) provide a comprehensive internalist account of the devel-
opment of “mainstream” economics, where the driving factors are ‘bifurcation decision nodes’ 
(Leijonhufvud, 1994) related to theoretical choices. Other factors, fragmentation and certifica-
tion, are conditional on the theoretical bifurcations. In particular the standardization of DSGE 
models is constituted by several methodological choices, such as “new mathematical tools allow-
ing dynamic analysis”, shift from “implicit” to “explicit microfoundations” and “a change from 
econometric testing to calibration first, and to Bayesian estimation later”.
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as scientific representation. While Romer’s focus is obviously on the externalist 
interpretation, which is relevant to his view on the mechanism of diffusion of 
DSGE models, it seems rather untenable that he dismisses the epistemic merit 
of the internalist interpretation altogether.11

Turning now to the issue of objectivity, my contention throughout the paper 
is that recent advances in the theory of scientific representation (e. g. Giere, 2006; 
Wimsatt, 2007; van Fraassen, 2008; Ladyman, Bueno, Suárez, & van Fraassen, 
2011; Mäki, 2013; Frigg & Nguyen, 2017) establish that the user’s perspective 
is constitutive for models as representations. In my exposition I follow B. van 
Fraassen, but it may straightforwardly be extended to the others (Callebaut, 
2012). On this “structural empiricist” view (Kawalec, 2016), roughly speaking, 
there are three components involved in scientific representation: phenomena 
(real world), appearances (data model) and theory (theoretical model). The 
latter has to be empirically grounded, which can be demonstrated by embed-
ding the mathematical structure of data models within theoretical model. The 
data model is an outcome of the mathematical representation of the results of 
measurement. While the relationship of embeddedness between theoretical 
and data models may be well mathematically defined, it requires more elabo-
ration to articulate when a data model represents the phenomena of interest. 
Put simply the problem is this: if abstract mathematical models, as noted by 
H. Weyl, can only represent up to isomorphism, how can we know that a given 
model represents the relevant concrete phenomena rather than a different set 
of phenomena, which may have an isomorphic structure? The answer is that 
it is “the indexical judgment” of the user in taking a particular mathematical 
model to represent the relevant phenomena. Hence scientific representation is 
an inherently user-related notion, which involves three – rather than just the 
first two – elements, namely: reality, its model and the user. Without the user’s 
intention to represent a given domain of objects with a particular model, there 
is no scientific representation. So while scientific representation constitutively 
reflects the user’s location and perspective, there is no scientific representation 
from “God’s point of view”. Scientific representation is based on the user’s in-
dexical judgment, reflecting her/his “here-and-now”. Of course it is implicitly 
assumed by van Fraassen that what is meant by “user” is not just a particular 
individual, but rather a kind of “ideal-type” user in M. Weber’s sense (Galbács, 
2016, p. 21), implying that anyone with the necessary level of knowledge and 
skill, and having a particular location, will make the same indexical judgment. 
On the perspectival view, this intersubjective view of scientific representation 
may be the best we can make out of the ideal of objectivity. The modernist ideal 

 11 This kind of radical approach to scientific representation characteristic of “the second 
wave” of science studies (Collins & Evans, 2002, 2009) has lost much of its bite under the severe 
criticism, especially by scientists themselves as epitomized by the “Sokal affair” and subsequent 
“waves” in science studies.
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of God’s view type of objectivity turns out to be untenable with regard to sci-
entific representation, which is both perspectival and consensual.

I claim that a part of Lucas’ critique (Lucas, 1976; Lucas, & Sargent, 1989) is 
tantamount to this point: the understanding of objectivity of scientific repre-
sentation that the members of the Cowles Commission inherited from modern 
physics and embedded in the Klein-type of macroeconomic models disregarded 
the inherent perspective of the users. In Lucas’ own conclusion:

(…) given that the structure of an econometric model consists of 
optimal decision rules of economic agents, and that optimal deci-
sion rules vary systematically with changes in the structure of se-
ries relevant to the decision maker, it follows that any changes in 
policy will systematically alter the structure of econometric mod-
els (Lucas, 1976, p. 41).

It may therefore be concluded that the structural parameters, which dis-
tinguish DSGE models from the previous generation of models, but also from 
the contemporaneous VAR models (as discussed in more detail in Section 1), 
are identified by Lucas as a result of his taking into accout the user’s perspec-
tive. If this account is correct then perspectivism of DSGE models cannot be 
taken as a failure, but rather as their constitutive element, which follows the 
pattern of scientific representation in general and is commonly considered as 
an advance in macroeconomic theorizing.12 In that sense then “the internalist 
authority” legitimizing this perspective is not only consistent with epistemic 
norms of scientific representation, but is a clear advantage over the previous 
models, which as decisively pointed out by Lucas, confused God’s view per-
spective with inter-subjectivity.

More specifically there are two ways in which DSGE models, according to 
Romer, fail to provide us with objective knowledge. One is the usage of the 
assumptions, which he calls “facts with unknown truth value (FWUTV)”, 
and the other is the usage of Bayesian inference, in particular as to how the 
priors are set up (2016, p. 6). I will consider these in turn, arguing that they 
both follow the epistemic norms of empirical grounding applied in phys-
ics (as argued in Section 3), but here let me just shortly address one as-
pect of Bayesian priors.13 The very use of priors makes the perspectivism of 
DSGE models explicit. It is most obvious in cases, where no evidence, such 
as nowcasts, earlier observations or micro-level data, is available to empiri-
cally ground the prior distribution of the model parameters p(θ). Then it 
is assumed that the available background knowledge X0 – i.e. “nonsample 

 12 For a  detailed account of the advancements in mainstream economics see (de Vroey 
& Pensieroso, 2016).

 13 For an account of the frequentist estimation of DSGE see e.g. (Fernández-Villaverde, 
Ramírez, & Schorfheide, 2016).
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(meaning other than Y) information” (Herbst, & Schorfheide, 2016, p. 24) 
– is independent of information in Y obtained from the investigated sam-
ple: p(Y|X0, θ) ≈ p(Y|θ). On the standard epistemological understanding of 
the Bayesian principles of inference the user’s background knowledge is not 
arbitrary, but reflects her/his total evidence (Williamson, 2002, pp. 200-201) 
preceding the research process, which would generate new data in Y to be 
included in the likelihood function. It is taken for granted that anyone with 
the same location as the user, having the same total evidence, will make the 
same judgment on priors. So if the requirement of total evidence is satisfied, 
then so is the requirement of inter-subjectivity.14

The perspectival character of DSGE models as scientific representation 
seems also implicitly recognized by Romer as exemplified in his discussion 
of a famous paper (Lucas, & Sargent, 1989). The latter quotes: “The problem 
of identifying a structural model from a collection of economic time series is 
one that must be solved by anyone who claims the ability to give quantitative 
economic advice” (Lucas & Sargent, 1989, p. 52 quoted by Romer 2016, p. 18). 
This statement concludes their discussion of macroeconomic modelling – not 
specifically DSGE – but structural models and in the preceding sentence they 
emphasize the constitutive user-relatedness of this kind of models:

Without knowledge as to which structural parameters remain in-
variant as policy changes, and which change (and how), an econo-
metric model is of no value in assessing alternative policies. It should 
be clear that this is true regardless of how well (3) and (4) fit histori-
cal data, or how well they perform in unconditional forecasting.

When combined with the above general characterization of perspectivism 
as constitutive for scientific representation, this claim indicates – in contrast 
to Romer’s main objection – that the user’s perspective has been recognized 
and acknowledged by economists at least since the famous Lucas critique 
of macro-modelling onwards. As indicated below there is, however, an im-
portant lesson to be learned by proponents of scientific perspectivism from 
the Lucas critique, namely that – at least in the case of social sciences – the 
user’s perspective is reflexive and their “rational expectations” indicate an 
inherent two-directional relationship between the user’s location and the 
model itself.15

 14 A similar point may also be elaborated for the classical frequentist statistical inference: “Of 
necessity, as it seemed to us (him and Neyman), we left in our mathematical model a gap for the 
exercise of a more intuitive process of personal judgement in such matters (…) as the choice of 
the most likely class of admissible hypotheses, the appropriate significance level, the magnitude 
of worthwhile effects and the balance of utilities (Pearson 1966, p. 277)” (quoted from (Howson 
& Urbach, 2005, p. 182)).

 15 In my earlier paper (Kawalec, 2016) I demonstrate it in more detail for the case of RBC 
models.
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2. Empirical grounding

From the methodological perspective adopted here the bulk of Romer’s paper 
focuses on the problems related to the empirical grounding of DSGE as an em-
bodiment of macroeconomic theory.16 Before discussing them in more detail I 
will outline the philosophical account of the criteria of empirical grounding and 
illustrate them with the historical example of advancements in atomic theory.
Empirical grounding is the basic requirement for scientific research in general: 
“Parameters introduced into modeling must not be empirically superfluous – 
there must be, in some way, even if at some distance, a coordination with em-
pirically differentiating phenomena” (van Fraassen, 2009, p. 10). In the prob-
lematic case of parameters which turn out to be empirically superfluous and 
cannot be thus “coordinated”, the most straightforward solution would be to 
eliminate them. This, however, may not be feasible when the removal of the 
parameters concerned would affect the coherence or empirical strength of the 
theory: “The ‘grounding’ requirement turns into a salient problem only when 
elimination is not possible, while there are no theoretically specifiable condi-
tions in which their values can be determined, relative to the theory, on the 
basis of measurement results” (van Fraassen, 2009, p. 10).

To grasp the solution to the “salient problem” of superfluous parameters 
which cannot be eliminated we first turn to observation concerning the role 
of theory in measurement. The objection raised by the Cartesians against 
Newtonian theory that it introduced “occult qualities” such as mass and force 
eventually led to the conclusion that “the measurement of those dynamic pa-
rameters on a body is an operation that counts as such a measurement relative 
to Newtonian theory” (van Fraassen, 2009, p. 9).17 So it is necessary to take 
Newton’s laws for granted in order to calculate the dynamic parameters from 
the directly measurable kinematic quantities, such as lengths and durations. 
Given the role of theory in measurement it then seems natural that: “The ap-
propriate, and typical, response in that case is to start enriching the theory so 
that it becomes more informative, informative enough to allow the design of 
experiments in which this empirical determination of the values does become 
possible” (van Fraassen, 2009, p. 10).

To complete the account of empirical grounding we need a more detailed 
characterization of its criteria and the pitfalls of their application in the actual 
course of scientific research. Drawing upon the remarks of H. Weyl and their 
systematic exposition by C. Glymour, van Fraassen specifies three criteria of 

 16 An overview of the main problems of DSGE is presented in (Blanchard, 2016), who none-
theless concludes: “I believe the DSGEs make the right basic strategic choices and the current 
flaws can be addressed” (p. 3).

 17 For an illustration of the measurement of mass by means of the Atwood machine see (van 
Fraassen, 2009, p. 9).
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empirical grounding (2009, pp. 11-12): determinability, theory-relativity and 
uniqueness, where the two latter specify Weyl’s criterion of concordance. The cri-
terion of determinability is satisfied for any theoretically significant parameter 
if there are conditions under which measurement can determine its value. This 
determination presumes relationships, which are theoretically posited. There 
also must be a “unique coordination” of the parameter values, i.e. concordance 
between them,18 when they are determined by different means.

It is instructive to go through the hundred years of the development of atomic 
theory and the kinetic theory of heat to trace the step by step theoretical and 
empirical advances aiming at the empirical grounding of those theories (van 
Fraassen, 2009, pp. 13-22). It was eventually accomplished by J. Perrin’s experi-
mental work on Brownian motion. The details of the whole story are beyond the 
scope of this paper, however, I need to highlight the critical moment. Starting 
in the 1820’s J.-B. Dumas carried out research on the vapour densities of mer-
cury and sulphur, which could have provided estimates for the atomic weights 
and could have improved the atomic theory. On the contrary, the measure-
ments failed the criterion of concordance, leading to inconsistent determina-
tions of the parameters. This, and similar problems, were addressed by Perrin 
by introducing into the theory more theoretically motivated constraints on the 
relationships between the parameters, which prior to that, resisted successful 
empirical grounding. Eventually it turned out that only one of the parameters 
still needed empirical grounding, which was accomplished by the study of the 
Brownian motion. Thus the first criterion of empirical grounding, namely de-
terminability, was eventually met. By designing further experiments which 
linked to the then new Einstein theory, Perrin was also able to demonstrate 
concordance with the previous results.

The important lesson from this is that the empirical grounding of theoreti-
cal parameters is a matter of a dynamic interplay between the development 
of theoretical constraints on the parameters, on the one hand, and the design 
and performance of theoretically informed measurements on the other. Thus 
it definitely is not simply a matter of collecting data to confront an already fi-
nalized theory:

This way we do not view it as a century-long search for independ-
ent evidence for the truth of a well-defined hypothesis about what 
nature is like, but in a quite different light. The enterprise of those 
scientists from Dalton to and including Perrin, aimed to develop 
the theory itself, and to enrich it so as to allow construction of 
models for special cases in its domain – all so as to make empiri-
cal grounding possible for its theoretical quantities (van Fraassen, 
2009, p. 22).

 18 A more detailed specification of concordance is presented in (van Fraassen, 2009, p. 13).
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Hence, when considering empirical grounding of theories, we have to bear 
in mind the inherently mutual relationship between measurements and theo-
ries: while evidence is always relative to theory, theory has to be informative 
enough to enable empirical testing. The task of the empirical grounding of 
a given theory may be considered complete if all its significant parameters are 
empirically grounded and the measurement results in different situations are in 
concord. This is what the criteria of empirical grounding discussed here imply.

With this outline of empirical grounding of scientific theories we can now 
turn to Romer’s objections to the lack of empirical grounding of DSGE mod-
els (introduced in Section 2). They focus on two main issues: stochastic distur-
bances of the models and Bayesian estimation of the parameters. The shocks 
are called “imaginary” (2016, p. 4), because in contrast to the structural pa-
rameters of the DSGEs (Section 1), which reflect “actions that people take”, 
they lack “microeconomic evidence” and “any sensible theoretical interpre-
tation” of their meaning.19 The identification problem arises, because “to get 
results, an econometrician has to feed something in other than observations 
on the variables in the system. I will refer to things that get fed in as facts with 
unknown truth value (FWUTV) (…)” (2016, p. 6).20 This is predominantly 
achieved through Bayesian priors: “current practice in DSGE econometrics is 
to pin down estimates not simply by feeding in FWUTV by “calibrating” the 
values of some parameters, but increasingly through tight Bayesian priors for 
other parameters” (2016, p. 6). The problem proliferates as “the prior specified 
for one parameter will typically have a decisive influence on the output (a pos-
terior distribution) for other parameters” (2016, p. 6).

Romer’s criticism against “imaginary shocks” appears tantamount to the 
claim that they are empirically superfluous and that the way to proceed with 
them in macroeconomic theory is to dispense with them altogether, as clearly 
demonstrated by his analogy with phlogiston and similar concepts, recognized 
in science as empirically superfluous. The problem with empirical grounding 
or even the lack of clear meaning of the shocks notwithstanding, Romer, how-
ever, does not provide an argument to the effect that the proposed elimination 
will improve macroeconomic theorizing. Hence his proposed strategy may 
seem dubious insofar as stochastic disturbances, analyzed and computed based 
on the shocks to mimic actual aggregate fluctuations, form constitutive part 
of DSGE models, whose structural parameters yield an understanding of the 
mechanisms, which are fruitful for policy making (Tovar, 2009; Braun, 2017). 
Prima facie then we have good reasons to consider the suggested removal as 

 19 N. Kocherlakota objects to the instrumental use of shocks as “convenient shortcuts to 
generate the requisite levels of volatility in endogenous variables” (2010, p. 16). V. Chari et al. 
claim that without a clear interpretation shocks impinge upon the structural character of the 
parameters in DSGE models (Chari, Kehoe, & McGrattan, 2009, p. 243).

 20 For a  systematic exposition of the notion of identification see e.g. (Rothenberg, 1971; 
Reicher, 2016, p. 414).
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a step diminishing the theoretical coherence of macroeconomic theory as em-
bedded in the DSGEs and thus violating the criteria of empirical grounding.

The identification problem is tackled by Romer in recognition of two dif-
ferent aspects, which correspond to the two strategies observed in the histori-
cal case of the empirical grounding of atomic theory. The first one is related 
to bringing in new empirical evidence to determine the parameter values. The 
second concerns the elaboration of theoretical constraints on the parameters 
to increase their determinability. Romer is critical of the latter, especially the 
proposed introduction of rational expectations in order to set “cross-equation 
restrictions” (Lucas & Sargent, 1989). He objects to this solution as it will in-
crease the number of parameters, but primarily because “to make causal infer-
ences, the econometrician has to feed in some facts that are known to be true 
and math cannot establish the truth value of a fact. Never has. Never will. In 
practice, what math does is let macroeconomists hide the FWUTV’s that they 
feed into their estimation procedure” (2016, p. 14).

This skepticism seems much like Dumas’s rejection of the atomic theory in 
the 1830’s in the light of the negative outcomes of his experiments. However, 
what turned out to be productive in that case was in fact more theoretical ef-
fort, which then stimulated and enabled the design of empirical measurements 
that finally resolved the problematic issue. Against this background Romer’s 
conclusion may appear a non sequitur: given the historical record of attempts 
to empirically ground theories in science it seems that more theoretical effort is 
needed to enable collection of empirical evidence to decide the case, either way.21

Romer’s preferred solution would be to provide more empirical evidence: 
“Do experiments. For macroeconomists, this means looking for natural experi-
ments” (2016, p. 13). As outlined earlier, however, the relevant evidence counts 
as such only relative to theory. Let me repeat the moral: empirical grounding 
can only be achieved by mutual adjustments of theory and measurement. It 
is a distorted view of the empirical assessment of theory that the latter would 
be ready-made and as such would merely await collection of data (Sims, 1996, 
p. 106). For what counts as data depends on the elaboration of a sufficiently 
informative theory, which enables the design of pertinent measurements.

Admittedly the problems of DSGE models with identification are very dif-
ficult.22 One source of the problems is the inability to distinguish between 
endogenous and exogenous sources of persistence in DSGEs, for instance 
in case where it is due to price adjustment costs vs the case where the exog-
enous shocks are highly correlated. Another source of problems arises due to 

 21 With a few exceptions the historical cases of recognition of failure – starting from Ptolemaic 
epicycles through phlogiston and Klein-type models – resulted from effort along the two lines 
mentioned by Romer himself: empirical evidence and logical inference, which eventually estab-
lished better alternatives.

 22 For an instructive debate between some prominent economists see (Solow, 2010).



93P. Kawalec, Perspectival representation in DSGE models

the rational expectations. For instance, if the observed volatility of inflation is 
very low, then it is difficult to precisely determine the coefficient of policy rule 
(Herbst, & Schorfheide, 2016, p. 78). Moreover, the generalization of the law 
of motion, which is needed in serious applications of DSGEs, such as central 
bank forecasting and which amplifies the problems with identification: “The 
more flexible and densely parameterized the law of motion of the exogenous 
shocks, the more difficult it becomes to identify the shock parameters and the 
parameters associated with the endogenous propagation mechanism jointly” 
(Herbst & Schorfheide, 2016, p. 132).

The main source of the problems with identification may be explained thus: 
“this problem occurs for the simple reason that a model with an unrestricted 
VAR shock process can approximate an unrestricted VAR in the observables 
arbitrarily well for any valid set of deep parameter values. Therefore, the con-
centrated likelihood function is completely flat with respect to those param-
eters, and those parameters hence are unidentified” (Reicher, 2016, p. 413).23

Do these shortcomings suffice to conclusively reject DSGE models as unsci-
entific? First, the problems of identification pertain to a wide class of models not 
only in economics, but throughout the social sciences. In that sense the scien-
tific status of DSGE models is then on a par with a major part of social science 
research. Apparently though Romer’s argument is not intended for such a broad 
scope of models. Second, these problems with identification stimulate a broad 
range of theoretical and empirical research in macroeconomics and perhaps 
– as Dumas’ case may suggest – this will eventually reach a climax, where an 
informed decision could be made concerning the fate of DSGE models.

The other problem with identification that Romer discusses is the use of 
Bayesian priors.24 One objection is that priors determine the posterior distri-
bution – using different priors may change the posterior distribution regard-
less of the likelihood function and the data: “By changing the priors I feed in 
for the supply curve, I can change the posteriors I get out for the elasticity of 
demand until I get one I like” (2016, p. 15). Thus the determinability criterion 
of empirical grounding, discussed earlier, will be compromised. Romer also 
accuses Bayesian priors of failing to meet concordance. For instance with re-
gard to the SW model (Smets & Wouters, 2003) he refers to papers discuss-
ing how the identification and estimation of the structural estimates depends 
on the priors.

The use of Bayesian priors is generally explained thus: “They play an impor-
tant role in the estimation of DSGE models because they allow researchers to 
incorporate information not contained in the estimation sample into the em-

 23 A formal proof that without constraints on shocks the parameters in θ are not identifiable 
is presented in (Reicher, 2016, pp. 417-418).

 24 The application of the principles of Bayesian inference to DSGE models is discussed in 
detail in (An & Schorfheide, 2007; Herbst & Schorfheide, 2016).
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pirical analysis” (Herbst & Schorfheide, 2016, p. 22), which turned out to be 
more attractive than the traditional calibration (Kawalec, 2016). In response to 
the problem of the lack of empirical grounding of the priors it is also acknowl-
edged that: “While priors could in principle be formed by pure introspection, 
in reality most priors (as well as most model specifications) are based on some 
empirical observations.” (An & Schorfheide, 2007, p. 24). One way to enhance 
the empirical determinability of the values of the priors is to group them into 
the three sets of the structural parameters in θ: parameters affecting the steady 
state of the DSGE model (e.g. the interest rate, inflation rate, growth rate), pa-
rameters characterizing the law of motion of the exogenous shocks and param-
eters that control the endogenous propagation of mechanisms. Parameters in the 
first category are based on pre-sample averages, for instance, if the estimation 
sample begins with Q1 of 1983, then the priors may be based on data from the 
1970’s. As shock processes are unobserved, the priors in the second category 
are elicited indirectly: “beliefs – possibly informed by pre-sample observations 
– about the volatility, autocorrelations, and cross-correlation of output growth, 
inflation, and interest rates, could be mapped into beliefs about the persistence 
and volatility of the exogenous shocks” (Herbst, & Schorfheide, 2016, p. 25). 
Finally, the third group of parameters uses micro-level data, for example for 
price adjustment or labour supply elasticity.25

One of the advantages of using Bayesian inference are convergence results. 
An early result was proven in (Halpern, 1974) for a linear regression model 
– when selected at random from the class of such models that generate the 
data, its posterior probability will converge to 1 as the number of observations 
goes to infinity. This result then was applied (Fernández-Villaverde & Rubio-
Ramírez, 2004) to DSGE models with misspecification. In addition Bayesian 
model averaging was developed to use a mixture of distributions by averag-
ing across models with their posterior probabilities as weights (Ríos-Rull, 
Schorfheide, Fuentes-Albero, Kryshko, & Santaeulàlia-Llopis, 2012; Del Negro 
& Schorfheide, 2013, pp. 131-132).

Of course a number of problems remain. For instance, “the selection of cer-
tain priors may produce outcomes that look good from a theoretical perspec-
tive, even if the data is mute about the parameter value” (Tovar, 2009, p. 15). 
In other words, “arbitrarily chosen priors may hide severe identification prob-
lems” (Canova & Sala, 2009, p. 432). This is for instance true of the standard 
SW model, where “the estimates of these key parameters are very sensitive to 
the prior distribution” (Herbst & Schorfheide, 2016, p. 142). Another problem 
for Bayesian estimation is that the replicability of posterior estimates may be 

 25 Usually, the determination of prior distributions is an iterative procedure to ensure that 
the distributions for individual parameters do not lead to implausible consequences for the joint 
prior distribution; for details see (Herbst & Schorfheide, 2016, pp. 25-26).
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difficult due to reliance on computationally intensive simulation methods, such 
as the Metropolis-Hasting algorithm (Tovar, 2009, p. 16).

It has been demonstrated for ideal agents that the only coherent epistemic 
policy of updating beliefs is Bayesian updating (Diaconis & Zabell, 1982; van 
Fraassen, 1999). More recently, it has also been demonstrated that a condition 
– called “Tracking” – which generalizes Bayesian updating, holds for a wider 
class of non-Bayesian updating rules (van Fraassen & Halpern, 2016). The mo-
tivation behind the tracking criterion is consistent with the concept of empiri-
cal grounding discussed earlier in this section: “opinion represented in terms 
of a probability assignment should at least possibly track the relevant statistics, 
and updating the probability assignment on new input should preserve that 
possibility” (van Fraassen & Halpern, 2016, p. 4). Of course, it may turn out 
that there are good reasons to depart from the Bayesian updating altogether, or 
even the generalized tracking criterion, in the case of macroeconomic theoriz-
ing, as for instance in a pertinent account of “tipping points” in the economy. 
But given our current evidence there are no grounds to consider Bayesian in-
ference as epistemically inferior to alternative approaches to the extent that it 
would qualify as pseudo-scientific.

Conclusions

I conclude the paper by some observations related to the last part of Romer’s 
criticism, namely the purported “imperialism” of DSGE models as enforced by 
“deference to authority” in the externalist sense discussed in Section 2. A sat-
isfactory response to this kind of argument, and specifically an evaluation of 
the extent to which a parallel development of alternative models could have 
been impeded, would require extensive empirical research into the diffusion 
and adoption of DSGE models by both academia and banks.26

Admittedly it was the advancements from RBC to DSGE, and in particu-
lar the SW models elaborated for the European Central Bank, that have sig-
nificantly contributed a more widespread adoption of DSGE models in analy-
sis and forecasting (Tovar, 2009; Kocherlakota, 2010, p. 17). Of course DSGE 
models may be outperformed in different aspects, such as short-term fore-
casting. Nonetheless their overall performance seems much better than other 
alternatives: “While a successful decathlete may not be the fastest runner or 
the best discus thrower, he certainly is a well-rounded athlete” (Del Negro & 
Schorfheide, 2013, p. 61).

 26 Cf. e.g. (Sanbonmatsu, Posavac, Behrends, Moore, & Uchino, 2015). Also remarks by 
prominent proponents of DSGE models, such as (Fernández-Villaverde, 2010, p. 5), are less 
then fully substantiated by the evidence.
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